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Many responsible AI resources, such as toolkits, playbooks, and checklists, have been developed to support AI
practitioners in identifying, measuring, and mitigating potential fairness-related harms. These resources are of-
ten designed to be general purpose in order to be applicable to a variety of use cases, domains, and deployment
contexts. However, this can lead to decontextualization, where such resources lack the level of relevance or
specificity needed to use them. To understand how AI practitioners might contextualize one such resource, an
AI fairness checklist, for their particular use cases, domains, and deployment contexts, we conducted a retro-
spective contextual inquiry with 13 AI practitioners from seven organizations. We identify how contextualizing
this checklist introduces new forms of work for AI practitioners and other stakeholders, as well as opening up
new sites for negotiation and contestation of values in AI. We also identify how the contextualization process
may help AI practitioners develop a shared language around AI fairness, and we identify tensions related
to ownership over this process that suggest larger issues of accountability in responsible AI work.
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1 INTRODUCTION
As artificial intelligence (AI)1 systems become ubiquitous across a variety of domains (e.g., finance,
healthcare, education), there is growing recognition that they may cause fairness-related harms
[18, 43, 57]. To help AI practitioners identify, measure, and mitigate these and other potential risks
posed by AI systems during their design, development, and deployment, researchers in industry,
∗Michael is now at Google Research, but this work was done while Michael was at Microsoft.
1Although AI is a contentious term [14, 66, 81, 84], we follow the OECD definition of AI: “An AI system is a machine-based
system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions,
content, recommendations, or decisions that can influence physical or virtual environments. Different AI systems vary in their
levels of autonomy and adaptiveness after deployment.” [38].
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academia, and the public sector have developed toolkits and other resources for AI practitioners
[e.g., 7, 9, 24, 37, 45, 49, 55, 92]—work that is sometimes referred to as responsible AI (RAI) [75].
However, as Wong et al. [92] discuss for RAI toolkits, general-purpose RAI resources may take

a “decontextualized approach to ethics” that risks flattening critical nuance in what, e.g., RAI, ethics,
societal inequity, and fairness may mean for the use cases, domains, and contexts in which AI
systems are deployed [cf. 69]—and how those contexts may themselves shape AI systems’ use
and impacts [e.g., 26, 27, 50, 51, 67]. Thus, the general-purpose nature of many RAI resources may
be at odds with AI practitioners’ needs for specific RAI guidance for their particular use cases,
domains, and deployment contexts [35, 48, 69]. Much like toolkits used in other domains [e.g., 52],
general-purpose RAI resources may need to be customized. However, as Wong et al. [92] identify,
this assumes that AI practitioners (or others involved in the design, development, and deployment
of AI systems) will be able to adapt RAI resources for their purposes. Given that prior work has
identified how using RAI resources requires navigating organizational cultures, work processes,
and compliance requirements [cf. 24, 34, 49, 64], it is crucial to understand the work involved in
contextualizing general-purpose RAI resources for AI teams’ development workflows and their
AI systems’ particular use cases, domains, and deployment contexts. Thus, in this paper, we ask:
what new forms of work are introduced when AI teams contextualize a general-purpose
AI fairness checklist for their development workflows and AI systems?

To investigate this research question, we conducted a retrospective contextual inquiry with 13 AI
practitioners from seven organizations who had experience identifying, measuring, and mitigating
potential fairness-related harms in their AI design, development, and deployment processes. We
explore how these AI practitioners contextualize a general-purpose, publicly available AI fairness
checklist that we developed in our prior work [49]. We chose to focus on a checklist because,
compared with other RAI resources [e.g., 7, 9], checklists are, broadly speaking, designed to reduce
ambiguity by providing instructions for specific processes [22, 23, 32, 71], offering a fertile ground
to explore tensions between general-purpose and context-specific RAI resources.

We draw on theories of “articulation work” to understand how the process of contextualizing a
general-purpose AI fairness checklist introduces new forms of work for AI practitioners—work
that is currently under-valued and under-recognized by their colleagues and employers. In other
words, despite the focus of many available RAI resources on the technical aspects of RAI work [92],
we find that the social and organizational work of contextualizing RAI resources is a crucial part of
industry practices, but is not currently accounted for or valued as RAI work as such.

In addition, we find that this articulation work of contextualizing an AI fairness checklist could
act as a sensitizing process to help AI teams align on RAI goals and priorities and develop a shared
language around AI fairness, which is a key obstacle for current RAI work practices [25, 35, 48, 64].
Finally, we identify how the contextualization process opens up new sites for negotiation and contes-
tation of values in AI, introducing tensions related to ownership and accountability in RAI work. By
attending to AI practitioners’ articulation work when contextualizing RAI resources, we can better
understand how both users and designers of RAI resources might better navigate tensions between
broadly applicable, general-purpose—yet decontextualized [92]—RAI resources, andmore specific re-
sources that are contextualized to AI teams’ particular use cases, domains, and deployment contexts.

2 RELATEDWORK
2.1 Customizing Responsible AI Resources
Researchers in the field of responsible AI (RAI) have developed a variety of resources—such as
toolkits [e.g., 7, 9, 45, 65, 92], playbooks [e.g., 37, 56], and checklists [e.g., 28, 49]—to help AI
practitioners identify, measure, and mitigate potential fairness-related harms and other potential
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risks in their AI design, development, and deployment processes. They have also studied how AI
practitioners use such resources as part of their RAI work within different organizational contexts
[e.g., 24, 35, 48, 49, 60]. RAI resources are often designed to be general purpose in order to be
applicable to a variety of use cases, domains, and deployment contexts. However, there is a growing
awareness from researchers, policymakers, and others that it is not possible to create RAI resources
that are truly one-size-fits-all, due to differences in AI teams’ development workflows and their AI
systems’ particular use cases, domains, and deployment contexts [69, 73, 82, 92].

Thus, designers of RAI resources often claim that users can (and should) customize them. How-
ever, although such resources often document in great detail the steps involved in using them, when
it comes to customizing them, they often simply call for customization, without specifying how such
work should take place, or by whom. For instance, Obermeyer et al. [56] write that “bias-prevention
practices need to be customized for your organization,” while Hong et al. [37] write that “the platform
is extensible, and that teams can adapt and extend the Playbook to accommodate such scenarios.”
In her historical analysis of the design metaphor of the toolkit (writ large; not specifically for

RAI), Mattern argues that toolkits are designed to be technologies of abstraction, allowing “skilled
practitioners” to take a general-purpose toolkit (e.g., first aid kit, traveling salesmen kit) and adapt
its contents and procedures to fit the needs of particular contexts [41, 52]. Wong et al. [92] draw
on this framework to analyze RAI toolkits, arguing that RAI toolkits are often designed to be
decontextualized to foster greater adoption [e.g., 7, 9, 45], but this means that users must adapt
them for their AI systems’ particular use cases, domains, and deployment contexts. Moreover, this
presumes the existence of a particular type of “skilled practitioner” who knows how a given RAI
resource should be modified to fit the situation at hand and who is capable of and incentivized to
carry out those modifications as part of their work. In this paper, we therefore investigate how
AI practitioners might contextualize general-purpose RAI resources, and what this work entails.

Checklists, as one type of RAI resource designed to introduce proactive processes for RAI through-
out the AI lifecycle, have a different historical lineage than toolkits [e.g., 30, 93]. As such, they
implicitly convey different expectations for how their users will engage with them. Widely used
in other high-stakes, safety-critical domains such as surgery, aviation, and structural engineering
[30, 32], prior CSCW research has argued that checklists are designed to “provide instructions to
actors of possible or required next steps” in order to better standardize and “reduce local control”
over processes [71]. This design paradigm may implicitly suggest to users that checklists will
provide them with a comprehensive and actionable set of tasks (e.g., for surgical safety [32] or
aviation emergencies [23]). However, this suggestion may be at odds with the reality that, for
complex sociotechnical systems such as AI systems [82], no checklist may be able to identify a
priori the particular steps needed to identify, measure, and mitigate potential risks when those
systems are deployed in social contexts and used in ways not anticipated by the checklist designers
[22, 49, 73, 82]. Given the sociotechnical nature of AI systems—that both shape and are shaped by
the social contexts in which they operate—the potential risks and necessary mitigations may only
be able to be understood when AI systems are studied in situ [e.g., 26, 27, 50, 51, 67].

Some AI fairness checklists have been developed for particular use cases, domains, and deploy-
ment contexts, such as the checklist for algorithmic bias in music recommendation developed
and used by researchers at Spotify [21]. Others, such as the Deon checklist from DrivenData,
provide support for users to customize the default checklist for their particular circumstances;
for example, by providing customizable templates using the Deon GitHub package. However, this
requires users who want to customize their checklists to have sufficient technical knowledge to
use Github or their command line tool, which may not always be the case, given the diversity of
skills and backgrounds of AI practitioners, not to mention the other stakeholders involved in RAI
work [44, 64, 92]. Meanwhile, the AI fairness checklist that we developed in our prior work [49]
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was ostensibly designed to be general purpose, and in the preamble to the checklist, we similarly
called for users to customize it for their needs, like many other RAI resources [e.g., 37, 56].
Without adapting RAI resources for particular use cases, domains, or deployment contexts,

erroneous assumptions may be propagated. As one example, Pushkarna et al. [62] describe how a
team had used a Data Card template to document a dataset that was used to train an AI model,
and then modified that template for another dataset the team believed to be similar. However, the
previous version of the Data Card template was missing crucial sections that turned out to be
highly relevant for the subsequent dataset, but were nevertheless left out of that version [62].
Thus, practitioners who use general-purpose RAI resources may need to contextualize them

for their development workflows and their AI systems’ particular use cases, domains, and deploy-
ment contexts [e.g., 21, 24, 35, 49, 64, 92]. However, without attending to the work required to
contextualize RAI resources—or indeed, without valuing the contextualization process itself as RAI
work—we may fall victim to what Selbst et al. [74] refer to as the “portability trap” for sociotechnical
systems: believing that a sociotechnical artifact (be it an AI system or a checklist) designed for a
particular context will be able to be used in a new context without significant modifications. To
help us understand the work involved in contextualizing general-purpose RAI resources, such as
AI fairness checklists, for AI teams’ development workflows and their AI systems’ particular use
cases, domains, and deployment contexts, we draw on theories of articulation work from CSCW.

2.2 Articulation work in information systems: “the work that makes work happen”
Articulation work is a theoretical lens developed and used in the CSCW community to describe
how work happens—“the specifics of putting together tasks [and] task sequences... and keeping them
together”—in response to changing circumstances [77]. This may include, for instance, planning and
coordinating work practices, negotiating and persuading collaborators or organizational leadership
of various courses of action, acquiring and deploying resources [77]—work that some researchers
identify as being critical to RAI [25, 33, 49, 60, 86]. As Suchman argues, the work of design (whether
of a technological artifact or a sociotechnical process) does not end prior to adoption by users, but
continues in the “in situ work of design in configuration” [80], as designers may be unable to fully spec-
ify the set of requirements needed for every possible use case, domain, or context in which their arti-
facts or processes may be used—particularly as social contexts shape (and are shaped by) the use and
impacts of algorithmic systems [cf. 26, 27, 50, 51, 67, 68]. That is, in order for sociotechnical systems
to be useful (or used at all), Suchman argues that practitioners must “take up the work of design” to
configure those artifacts or processes to better incorporate them into their social practices and mate-
rial environments via, e.g., “integration, configuration, customization, maintenance, and redesign” [79].
The CSCW community has long been concerned with how processes, workflows, and other

organizational constructs, may shape—and be shaped by—practitioners’ work practices [71]. This
tension between standardization and flexibility in the interactions between formal procedures
and practitioners’ work practices is a recurring theme of much CSCW research, particularly re-
search that draws on the lens of articulation work to understand how information infrastructures
[4, 54], information standards [39], and agile development processes [83] are adapted to fit local
needs. Jackson discusses “the creative role of standards... [as] professionals fill in the gaps left behind
by standards” [39], describing the coordination, workarounds, and discretionary judgment that
practitioners engage in to adapt standards for the contingencies of their circumstances.

In data science, prior work discusses the role of articulation work as the “meta-project work” that
enables the work of data science to take place by determining what must by done, by whom, when,
and how [59]. As Passi [59] argues, formal procedures for data science work break down—and must
be reconstituted by data science practitioners—in the face of local demands, particularly as those
practitioners negotiate priorities for fairness and other values in their work [60].
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Participants ID Role Focus Area Used a checklist?

P1 ML Engineer Social networking N
P2 Cloud Solutions Architect Customer solutions Y
P3 Solutions Sales Specialist Customer solutions Y
P4 Policy / Risk Management Fairness/policy advising N
P5 Research Scientist Manager Public sector predictive analytics Y
P6 Product Manager Nonprofit partner research (Health) Y
P7 Data scientist / ML Engineer Health Y
P8 Data scientist / ML Engineer Social networking N
P9 Data Scientist Manager Data science consulting (Health) Y
P10 Data and Applied Scientist Text prediction N
P11 Partner Development Manager Machine translation N
P12 Designer Security, Compliance, and Management N
P13 Program Manager Responsible AI N

Table 1. Details of participants’ roles, focus areas, and whether they had used a checklist previously.

However, this crucial articulation work is often not accounted for or valued as work in the same
way as the technical aspects of data science or software development, whether due to being left
out of organizational procedures, as Papoutsi and Brown [58] write about for the articulation work
of privacy; a lack of support for articulation work provided by technical systems [58] (including
RAI toolkits [92]); or simply being undervalued by technical practitioners and their organizational
leadership as part of a larger legacy of “deleting the social” in technical work generally [76] and in
AI specifically [29]. Given the prevalence of technical values (e.g., accuracy, speed) in AI, and the
“hierarchy of knowledge” [31] that privileges technical work over social (or sociotechnical) work in
RAI [11, 20, 63], it is critical to understand the role of articulation work in RAI work practices. Thus,
in this paper, we investigate the work involved in contextualizing RAI resources for AI teams’ devel-
opment workflows and their AI systems’ particular use cases, domains, and deployment contexts.

3 METHODS
3.1 Participants
Our study included 13AI practitioners from seven organizations.We recruited participants via a com-
bination of purposive and snowball sampling. We used direct emails and posts on message boards
related to AI fairness, and we asked each participant to send our recruitment email to other contacts.
We sought to recruit participants in a variety of roles, working on a variety of AI systems (e.g., social
networks, health algorithms, text prediction systems), from a variety of organizations, including
both large and small technology companies, as well as public sector agencies. Participants included
programmanagers, applied scientists, and data scientists, as well as people in RAI advisory roles and
people working as consultants for third-party partners, in roles such as cloud solutions architect.
Several participants reported that they had already used checklists in their development workflows;
three had already used the AI fairness checklist that we developed in our prior work [49] [P5, P6, P7],
one had used the Deon checklist from DrivenData [28] [P9], and two had used checklists about sales
and solutions architecture unrelated to RAI [P2, P3]. See Table 1 for a summary of the 13 participants.

3.2 Study design
We chose to focus on a checklist because, compared with other RAI resources, checklists typically
provide a well-specified set of procedures for their users [71], and there is prior work on checklist
customization in other domains [e.g., 22, 23, 32]. Specifically, we used an AI fairness checklist that
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Section Example items

Envision 1.1.a Envision system and its role in society, considering:
• System purpose, including key objectives and intended uses or applications
• Sensitive, premature, dual, or adversarial uses or applications
• Expected deployment contexts (e.g., geographic regions, time periods)
• Expected stakeholders (e.g., people who will make decisions about system adoption, people who
will use the system, people who will be directly or indirectly affected by the system, society),
including relevant demographic groups (e.g., by race, gender, age, disability status, skin tone, and
their intersections)

• Expected benefits for each stakeholder group, including relevant demographic groups
• Relevant regulations, standards, guidelines, policies, etc.

Define 2.2.a Define datasets needed to develop and test the system, considering:
• Desired quantities and characteristics
• Potential sources of data
• Collection, aggregation, or curation processes
• Relevant regulations, standards, guidelines, policies, etc.
• Assumptions made when operationalizing system vision via datasets

2.2.b Scrutinize resulting definitions for potential fairness-related harms to stakeholder groups, considering:
• Types of harm (e.g., allocation, quality of service, stereotyping, denigration, over- or underrepresen-
tation)

• Tradeoffs between expected benefits and potential harms for different groups

Prototype 3.4.a Undertake user testingwith diverse stakeholders, analyzing results broken down by relevant stakeholder
groups. This should be done even if the system satisfies the fairness criteria because the system may exhibit
unanticipated fairness-related harms not covered by the fairness criteria. Consider conducting:

• Online experiments
• Ring testing or dogfooding
• Field trials or pilots in deployment contexts

3.4.b Revise production system to mitigate any potential harms; if this is not possible, document why, along
with future mitigation or contingency plans, etc., and consider aborting development

Build 4.5.a Solicit input on production system from diverse perspectives, including:
• Members of stakeholder groups, including relevant demographic groups
• Domain or subject-matter experts
• Team members and other employees

Launch 5.2.a Establish processes for responding to or escalating stakeholder feedback, including:
• Stakeholder comments or concerns
• Third-party audits

Evolve 6.2.a Monitor fairness criteria for deviation from expectations, including:
• Adversarial threats or attacks

6.2.b If system fails to satisfy fairness criteria, revise system accordingly; if this is not possible, document
why, along with expected impacts on stakeholders, and consider rollback or shutdown.

Table 2. Example items from the AI fairness checklist [49].

we developed in prior work [49] because this checklist was designed to be general purpose, is
publicly available, and was co-designed with AI practitioners to be aligned with the typical AI
lifecycle. The checklist includes items that prompt AI practitioners to identify, measure, and mitigate
potential fairness-related harms across six phases of the typical AI lifecycle, from envisioning
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an AI system, to defining the datasets and system architecture, to prototyping and building the
system, and continuing through the system’s launch and ongoing monitoring and post-deployment
revisions. See Table 2 for example checklist items for each one of the six phases.
To investigate our research question, we conducted a retrospective contextual inquiry [42], a

method from HCI that uses semi-structured interviews and artifacts to probe on work processes
that unfold over longer time periods or that may be difficult or impossible to observe using a more
traditional contextual inquiry [36] for other reasons. During the interviews, we asked participants to
reflect on their typical AI fairness work practices (by describing a recent relevant project), presented
participants with the AI fairness checklist, and asked participants to customize it as needed for
their particular use cases, domains, and deployment contexts, prompting them to think aloud.

We also asked participants to draw storyboards of how they had customized (for participants who
had already used an AI fairness checklist) or how they would customize (for other participants) the
checklist to contextualize it for their teams’ development workflows and AI systems’ particular use
cases, domains, and deployment contexts. Throughout this portion of the study, we prompted par-
ticipants to think aloud by reflecting on the processes they sketched out in the storyboards and how
these processes might occur within their teams and organizations. We also prompted participants
to reflect on the storyboards that other participants had created.2 Each interviews was around 60
minutes long. Participants were compensated, and the study was approved by our institution’s IRB.

3.3 Data analysis
To understand the most salient themes in the transcripts from the interviews and the storyboard
think-alouds, we adopted an inductive thematic analysis approach, following Braun and Clarke
[16, 17]. One of the authors coded the transcripts using Atlas.ti and clustered the codes into themes
using virtual whiteboard software, discussing these themes with the other authors, combining codes,
and iterating on the themes until consensus was reached. For example, the codes include “modifying
the checklist structure” and “assigning tasks to teammembers,” while the themes include “ambiguity
in ownership over customization” and “configuration as a sensitizing process.” In the remaining
sections, we report the themes we identified, and we highlight some implications of our findings.

4 FINDINGS
4.1 Customizing the checklist
First, participants described how contextualizing the checklist introduces new forms of work, in
which they would need to customize the checklist items and structure for their AI systems’ use
cases, domains, and deployment contexts, involving team members and external domain experts
in the process of deciding which parts of the checklist to keep, change, or remove.

One participant, who worked on a machine learning model in healthcare and had already used
an AI fairness checklist, told us that a general-purpose checklist is “what’s off the shelf and then that
sort of gets updated to one that has domain-specific concerns added... like, not sharing HIPAA3 protected
information” [P9]. Other participants similarly reflected on how they needed to incorporate policy
requirements for their AI systems’ domains or add new checklist items to attend to domain-specific
aspects of AI fairness. To do this, some participants described holding a meeting at the start of the
project to review the checklist and discuss the changes needed for their AI systems’ domains: “we
had the bones of the checklist already. We actually usually start with a meeting where we’re talking

2The reflections prompted by the storyboards are more salient to our research than the storyboards themselves, so we do
not include example storyboards.
3HIPAA, or the Health Insurance Portability and Accountability Act, is a U.S. federal law that created national standards to
protect patients’ healthcare information.
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about that. So it’s either on the agenda for a half day kickoff meeting, where one of the sessions we
do is on the ethics checklist, or it’s the case that we schedule a separate meeting to go over that” [P9].
However, decisions around which parts of the checklist to keep, change, or remove were not always
straightforward and were often contentious. We further discuss this in Section 4.4.
Part of the work of customizing the checklist involved teams’ decisions about whether and

how to change the checklist structure to align with their development workflows. Participants
voiced concerns about the extent to which they would be expected to follow the existing checklist
structure or adapt it to fit their needs: “is there a way to bypass certain stages if they’re not relevant
to you?” [P6]. Other participants said that they wanted to ungroup the checklist items from their
grouping into six phases of the typical AI lifecycle, instead wanting to group them into related tasks
or themes: “I think the first thing I would do would be to kind of adapt it into pieces. Like, treat it as
a sort of modular system. So it’s like, ideation playbook, fairness testing, affected groups, thematically
clustered... but some of these things might come up in different chunks at different times” [P4].
Not all participants felt that they knew how to—or would have the autonomy to—make major

changes to the checklist items and structure. The primary users of many checklists [e.g., 28, 49]
and toolkits [e.g., 9, 24] are often assumed to be data scientists, but participants primarily saw the
contextualization process as the responsibility of PMs (i.e., project managers, program managers,
or product managers, each of which have slightly different roles and responsibilities), whom they
described as having ownership over other compliance processes. As one participant told us: “on our
team, the PM is responsible for completing the compliance and legal aspect... initially the PM would
go in, scope out the project, complete all the compliance and legal requirements” [P6]. These decisions
also involved input from other team members because “the PM would have to work with our data
scientists to figure out what parts of the checklist apply” [P6]. Other participants (albeit significantly
fewer) described involving external domain experts in the contextualization process, “to make sure
that the whole lifecycle is covered from each perspective... from fairness research or from machine
learning research, and from clinicians, from nurses, from the administrative standpoint, the person
who has to do the billing in the end, for example. So, the more the merrier” [P7].

In other words, customizing the checklist was seen as a new part of project scoping or adherence
with compliance procedures, albeit one for which PMs would need to draw on the expertise of
other team members and external domain experts. However, many AI teams lack the meaningful
collaboration structures or engagement opportunities that would enable their PMs to do this [cf.
60]. We further discuss tensions in ownership over the contextualization process in Section 4.4.

4.2 Integrating the checklist into AI teams’ development workflows
4.2.1 Integrating the checklist into existing processes and tools. Participants described how they
would need to integrate the checklist into their teams’ existing processes and tools. Although our
prior work argues that AI teams would need to integrate the checklist into their development
workflows [49], we did not specify how such integration might be done. Here, we discuss the ways
that AI teams might integrate the checklist into existing processes for project scoping or adherence
with compliance procedures, or their AI development processes more generally. We also discuss
challenges introduced by integrating the checklist into existing tools for project management.
As one example, integrating the checklist into AI teams’ privacy review processes was seen as

a way to avoid “review fatigue.” For instance, one participant told us:

“My instinct has always been to shoehorn related topics into the existing review processes
while making it seem minimally different than what’s currently required because of review
fatigue and the fact that there is so much overlap as well... there’s sort of already a juris-
diction to think about that, and so how do we encourage the creation of the muscle.” [P4]
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However, this can lead to concerns about fairness being sublimated into privacy [cf. 25] or poten-
tial jurisdictional conflicts about who should own different focus areas in review processes [cf. 1].

Other participants described how integrating the checklist into their AI development processes
might leverage the familiarity of those processes to promote adoption of the checklist. As one
participant put it, “it feels like a resource for the actors that are trying to inject this thinking into
workflows where they’re not naturally injected rather than saying, "Here’s an off-the-shelf tool that you
can apply” [P4]. For this participant, integrating the checklist into their AI development processes
would “inject this thinking” or foster the “creation of the muscle” [P4] about AI fairness in ways that
an “off-the-shelf tool” might not. They suggested that making time for contextualizing the checklist
might create opportunities for discussing AI fairness—opportunities for which their team might
not otherwise make time. We further discuss this potential benefit in Section 4.3.
The process of integrating the checklist into AI teams’ AI development processes served both

a rhetorical role—to convince team members and other stakeholders to adopt the checklist—as
well as an educational role to make it easier for AI practitioners to learn about AI fairness. As one
participant, a solutions architect who consulted for multiple third-party partners, told us:

“[clients] love the kind of templates and blueprints we can give them that can be attached
to the actual blueprint they already do. So, for example, they already work with CRISP-DM
[Cross-industry standard process for data mining], KDD [knowledge discovery and data
mining], or something like that, or their own methodology... so, they want to have this
type of asset like a checklist about how to start these type of projects.” [P2]

For many participants, integrating the checklist into their teams’ development workflows in-
volved integrating it into their AI development tools as well, which introduced new challenges. We
repeatedly heard about the value of integrating the checklist into DevOps tools. DevOps (develop-
ment operations) describes both a philosophy, as well as a set of processes and tools, for integrating
the development and deployment of new software [46]. As one participant told us:

“[We use] CICD [continuous integration and continuous delivery], boards, planning, this
kind of stuff. There are experimentation platforms as well. And we have machine learning
services. If we integrate [the fairness checklist] and we have examples with the platform
that customers and partners are using during experimentation this will be easier because
these involves a lot of experimentation.” [P2]

However, this conflation of AI development processes and tools is complicated by the fact that
many organizations use proprietary tools that may not allow teams to easily integrate new artifacts
like an AI fairness checklist. Thus, many participants reported needing to create ad hoc processes
and tools for their teams to better integrate with their existing tooling infrastructure.

4.2.2 Translating checklist items into actionable tasks. In addition to incorporating the checklist
into their teams’ existing processes and tools, participants talked about translating checklist items
into actionable tasks, assigning those tasks to relevant team members, and defining the tasks’
timelines and priorities. However, for some participants, translating checklist items into actionable
tasks required significant effort, especially for some checklist items. As one participant told us:

“I love the question about ‘considering who the system will give power or take power from’,
but that’s one where the follow-up questions from whoever [on their team] is being asked
that question will be, “Well, what do I do about that? What’s something actionable?” [P4]

This kind of translation work is a crucial step in transforming a checklist from a set of guiding
prompts into a set of actionable tasks, but participants often saw it as being difficult for any team
member to do, either due to gaps in experience or knowledge [cf. 92] or due to the difficulty of
making time (or finding the resources needed [cf. 48]). As one participant reported, “The cognitive
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load of translating the high-level thing, I think would be unexpected. And not because the content is not
important. [...] The question is how do you inject the different pieces into each part of the process?” [P4].

Moreover, AI teams must make decisions about the priorities of different checklist items, given
their other priorities. Indeed, prior work suggests that these prioritization decisions may be an
additional source of inequity, as prioritizing identifying, measuring, and mitigating potential
fairness-related harms for, e.g., the largest numbers of users or the highest-paying markets may
inadvertently compound societal inequities caused by AI systems [48]. As one participant reported,
their team “would want additional guidance about [...] what is something that I must do right now
versus what I must do in [a longer] period of time.” [P4]. However, many participants felt unsure
about how to make these prioritization decisions, due to a lack of organizational clarity about who
would have the decision-making power to determine the priorities of different checklist items.

4.3 Contextualization as a sensitizing process of reaching alignment
Participants also saw contextualizing the checklist as a key step toward helping their teams reach
alignment on the scope of fairness work for their AI systems, as well as helping their team members
develop their awareness of RAI issues or “ethical sensitivity” [cf. 15]. In other words, contextualizing
the checklist was seen as a sensitizing process that could provide an opportunity for AI teams to
align on the necessary steps for undertaking AI fairness work, as well as enabling team members
to learn more about identifying, measuring, and mitigating potential fairness-related harms.
This alignment was often framed in terms of getting buy-in on the scope of work involved

in identifying, measuring, and mitigating potential fairness-related harms from team members,
organizational leadership, and other stakeholders. In contrast with many RAI resources, like toolkits,
that are envisioned as having primarily technical users [92], most of our participants described
expansive sets of stakeholders who are—or should be, but are not—involved in the work of using
the checklist to identify, measure, and mitigate potential fairness-related harms. These stakeholders
include PMs who assign tasks to team members, data scientists who conduct fairness assessments,
organizational leaders who might incentivize or otherwise enable their teams to engage in AI
fairness work, as well as customers, clients, external auditors, and other stakeholders.

However, as nearly all of our participants told us, the stakeholders involved in AI fairness work
may not have equivalent levels of experience with or knowledge of either AI fairness or AI more
generally. As one participant said: “I know with responsible AI, not everyone has equal knowledge
in the space” [P6]. Or, as another participant put it: “It’s a big topic. If people haven’t thought about
that before, it can be difficult to know where to start” [P4]. In particular, several participants pointed
out how AI fairness work “can be a steep learning curve for a lot of engineers” [P1], and wondered
aloud whether “our data scientists have the training to think about [fairness] productively” [P6]. As
prior work identifies [e.g., 48, 63, 92], the skills required for AI fairness work (and RAI work more
generally) may involve more sociotechnical skills [cf. 26, 50, 51] than many AI practitioners have
encountered in their training. For instance, AI fairness work may involve understanding what
marginalization or fairness means in the particular sociocultural contexts in which AI systems are
deployed [e.g., 8, 69]; understanding the public’s expectations’ for fairness in algorithmic pricing
models [e.g., 27] or employee management algorithms [e.g., 67], as well as understanding how to
collect demographic data for use in measuring system performance disparities [e.g., 3, 6, 48].

Although some AI practitioners may lack sociotechnical skills, others may have these skills, but
face difficulties in using them due to disciplinary boundaries [cf. 25]. For many participants, the
varying types of expertise among the stakeholders involved in AI fairness work posed challenges
to having productive conversations about identifying, measuring, and mitigating potential fairness-
related harms. As one participant described, there may be expertise gaps from “non-[technical]
reviewers who have to encounter the technical teams and understand whether and to what extent
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they’ve followed any sort of [fairness] guidance, or identify issues that [the team] would need to follow
up on” [P4]. In such cases, some participants felt that using the checklist may help “bring people
in in the middle [of the process of fairness assessments] and make them confident that some level of
work has already happened and some level of due diligence and thoughtfulness has happened” [P4].

Despite these challenges, participants felt that engaging multiple stakeholders—even stakeholders
with varying types of expertise—in the contextualization process might help bridge some gaps:

“It lets us sort of shorthand some things later in the process when we get to the other
questions like, did you include race or gender in the model? And then we say, ‘Hey,
remember, we talked about that and it depends on the goal of our model whether or not we
want to include those things. And, you know, then in this case, where we’re just measuring
the effect, based on those classes then we need to include it in the model, otherwise we
don’t know what the disparate effect is and so that’s why it’s in there in this case.’ And so
having that kind of shorthand where you could point back to it and talk to people, I think
it’s one of the key valuable things for us in our process.” [P9]

Given differences in their team members’ knowledge of AI fairness, many participants described
the value of the checklist—and the process of involving their team in customizing it—as “a way
to sensitize people that [fairness] is important to think about” [P7]. That is, going through the
contextualization process might help their team members develop their awareness of potential
fairness-related harms (or, what Boyd and Shilton [15] refer to as “ethical sensitivity”):

“We can’t discuss all the possibilities [for potential fairness-related harms] and what we
need to create is more like an awareness. I believe for all these checklists, at least when
I see like checklists being really followed, the main result of that is not really the creating
the template and using that, but the awareness that it’s creating in the professionals who
are responsible for creating the scope. After doing this template a few times, they have
the awareness.” [P2]

To sum up, identifying, measuring, and mitigating potential fairness-related harms is deeply
interdisciplinary, sociotechnical work [cf. 26, 51], yet many RAI resources are envisioned as having
primarily technical users [92]. Moreover, the aspects of this work that prove most challenging
to AI teams are those that require sociotechnical skills, such as awareness of societal inequities,
marginalization, and harms [48]. Given these experience and knowledge gaps, AI teams that work
together to contextualize a general-purpose AI fairness checklist for their particular use cases,
domains, and deployment contexts may benefit from using the contextualization process as a way
to develop or strengthen those skills—i.e., to sensitize team members about RAI work.

4.4 Tensions in ownership over the contextualization process
Finally, we find that contextualizing the checklist opens up new sites for negotiation and con-
testation of values, such as fairness, in AI. Across nearly all of our participants, we encountered
tensions related to ownership and ambiguity over who should be responsible for doing the work of
contextualizing the checklist—despite believing that that work is important—as well as for making
decisions about whether and how to proceed once a checklist item is completed (or indeed, defining
what it means for a checklist item to be completed [cf. 82]). As one participant told us:

“the role of creating the [checklist] template is a gray zone. [...] at the end of the day, we
don’t have a clear owner of this. And this is one thing that hurts, because if nobody is the
owner, sometimes we don’t see the evolution of that being created.” [P2]

As we described in Section 4.1, customizing the checklist was seen as the responsibility of the PMs,
but for many participants, once the checklist was customized and integrated into their development
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workflows, they were unsure about who should be responsible for deciding whether checklist items
had been sufficiently completed. Several participants wondered aloud whether there should be
some “approver” to review and approve the corresponding tasks, but most felt they did not have
team members (or even others in their organizations) with sufficient RAI expertise to do this:

“What would be helpful is to have every project fill out this [checklist] to make sure our
data scientists and our PMs are thinking about it. And I think what will be helpful is,
when we finish, to have an RAI advisor specifically on the team that has the training that
can then look at that documentation and be like, ‘Okay, you thought about this, but you
didn’t think about this. How are you going to address this in the model? I don’t know if
we should go forward.’ Someone with a higher [authority] that could kind of approve that
the task has been completed properly or productively.” [P6]

This desire to offload responsibility for decisions related to the checklist also extended to partici-
pants wanting an external authority to make “go or no-go” decisions about whether and how to
proceed with the design, development, and deployment of their AI systems following the comple-
tion of various checklist items. For instance, after conducting a fairness assessment and measuring
system performance disparities, participants were unclear “who has the authority to make the
ultimate decision on code, like ‘Go’ versus ‘No-go.’ Is it going to be a senior level person? Is it someone
who needs to have certain expertise in RAI or fairness?” [P6]. In addition, when situating decision-
making responsibility for the completion of checklist items with RAI advisors or other consultants,
participants raised concerns about the checklist being seen as simply another compliance task,
rather than a “grassroots” process that AI practitioners might buy into and use to inform their
individual work and their conversations with others, including organizational leadership:

“A lot of those data scientists aren’t going to be the ultimate decision-makers on these kinds
of things, but we give them some framing, and some tools to help force that conversation
to the people that are decision-makers. So thinking of it like a little more as a grassroots
thing, and less like a compliance thing, where you’ve got a compliance officer that is like
“Okay, every project has to do the ethics checklist,” and people just do it as busywork.” [P9]

Here, we can see how integrating the checklist into AI teams’ development workflows introduces
ambiguity about who should be responsible for owning decisions related to AI fairness. As this
participant points out, data scientists may not have the authority to decide whether and how to
proceed with the design, development, and deployment of their AI systems. Indeed, prior work
suggests that individual AI practitioners may be disincentivized to raise concerns about potential
fairness-related harms by the culture and organizational incentives of their teams [2, 49, 64, 85].

Participants also identified tensions across the sets of stakeholders involved in the work of using
the checklist to identify, measure, and mitigate fairness-related harms, some as a result of differences
in their expertise, their values, or their relative power. One participant, a cloud solutions architect
who worked with multiple third-party partners to help them develop AI systems, discussed tensions
in priorities for RAI and fairness across multiple levels of their partner organizations:

“Customers, they have a preoccupation with responsible AI and fairness at the executive
level. But at the mid-manager level, they are more focused on the having the best per-
formance and having the best metrics. And I see that there is a misalignment there. And
the data scientists at the bottom, if they are more mature data scientists they care about
responsible AI. But the young data scientists, mainly nowadays, they have this Kaggle
culture. They only want to have the best performance and be the top one.” [P2]

As this participant describes, the values of the actors at different organizational levels may not be
well-aligned, from data scientists focusing on achieving state-of-the-art system performance (what
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they refer to as “Kaggle”4 culture, which emphasizes performance on narrowly scoped metrics
for predefined AI tasks on publicly visible leaderboards), to managers trying to optimize for the
metrics that matter most for their own promotions, to executives who may care about AI fairness
(perhaps due to reputation effects [cf. 48]) but who are furthest removed from operationalizing it.

This misalignment in values, and hence priorities, has implications for whether and how the
checklist might be used. One participant pointed out the consequences of this misalignment, saying:

“This checklist is designed for people who are engaging in good faith, and discussion of
data science ethics. If you can get people to engage in good faith, then it’s a useful tool.
But I don’t have that next level of ‘How do you get people, how do you get organizations,
how do you get companies to engage in this discussion in good faith?’ That is a question of
building internal political will within organizations that I don’t think is easy to do.” [P9]

To summarize, the contextualization process opens up new sites for negotiation and contestation
of values in AI, introducing tensions related to ownership and ambiguity over who should be
responsible for contextualizing the checklist, as well as decisions about whether and how to
proceed with design, development, and deployment once a checklist item is completed.

5 DISCUSSION
In the previous section, we described the new forms of work that are introduced when AI teams
contextualize a general-purpose fairness checklist for their development workflows and AI systems.
We found that although AI teams may lack the skills, resources, or capacity to do this work, it could
act as a sensitizing process to help AI teams align on RAI goals and priorities and develop a shared
language around AI fairness. Despite these benefits, we also identified tensions in ownership over
the customization process that suggest larger issues of accountability in RAI work. In this section, we
discuss some implications of these findings for the design of RAI resources and for RAI work itself.

5.1 Designing for positive ambiguity in RAI resources
Prior work identifies how toolkits—in order to travel widely and be usable (and scalable) across
contexts—may inadvertently act as “devices for decontextualization” [41, 52], which, for RAI toolkits
(as one type of RAI resource), may flatten crucial differences in what AI fairness and RAI mean, and
how to operationalize these concepts within particular political and sociocultural contexts [69, 92].
Here, we shed light on how AI practitioners might contextualize one such general-purpose RAI
resource, an AI fairness checklist, for their particular use cases, domains, and deployment contexts.
Our findings suggest that designers of RAI resources should consider how to support “positive

ambiguity” [cf. 5, 64], in turn supporting AI practitioners in contextualizing RAI resources. Bam-
berger and Mulligan [5] identify how broad legislation can shift accountability to companies to
operationalize that legislation in productive ways, potentially creating a larger role for employees
within those companies who must reflect on how to interpret the legislation [5, 64].

For RAI, this might mean creating resources that are inherently under-specified to allow for
their use in a variety of use cases, domains, and deployment contexts [cf. 72]. However, checklists
are often intended to reduce local control and standardize procedures [71]. Navigating this tension
between the minimum information or functionality that AI practitioners need from RAI resources
and the positive ambiguity needed to support AI practitioners in contextualizing those resources
is a critical direction for future work to explore. For instance, how much adaptation from an RAI
resource is possible before it no longer reflects the processes (or even values) its designers intended?

4https://www.kaggle.com/
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In addition, we identify a tension that arises when conflating AI development processes and tools
to help AI practitioners instantiate those processes. This tension manifested in our study via partici-
pants who wanted to incorporate the AI fairness checklist into their teams’ existing tools for project
management and DevOps. Participants recognized that AI fairness work is an iterative process
that requires reflection and sustained engagement with stakeholders. However, this work may not
fit neatly within the design of their AI development tools, which are often designed for tasks that
are well scoped, well specified, and able to be completed a single time before the project can move
on, rather than tasks that need to be revisited and iterated on throughout a system’s design, devel-
opment, and deployment (like many RAI tasks). It is thus worth asking how RAI resources might
be designed to unsettle existing development workflows toward more ongoing responsible design,
development, and deployment, rather than to fit neatly within existing development workflows.

The structure of the AI fairness checklist that we developed in our prior work [49] was divided
into six phases of the typical AI lifecycle, from envisioning to launching and evolving models after
deployment—a structure that we co-designed with AI practitioners [49]. However, AI teams may
begin their work in different phases of this AI lifecycle, so they may not be able to start from the
beginning of the checklist and work their way down—an issue that may be exacerbated by modern
AI development paradigms, such as AI APIs, AI services, or large-scale pretrained models (e.g.,
large language models) that are fine-tuned for downstream tasks [13, 40, 47]. As Wang et al. [86]
identify, many modern AI development paradigms involve taking large models that are pretrained
and building AI-powered applications with those pretrained models, posing new potential risks.
In such paradigms, it is not clear to what extent AI teams will be able to follow the structure of a
general-purpose AI fairness checklist—which may require individual AI practitioners to decide for
themselves which checklist items to complete at what points in time, which checklist items are not
relevant or possible for their AI systems, or which checklist items should instead be completed by
another team—all of which may raise new issues of accountability over such decisions [cf. 79, 90].
Future work might explore how RAI resources might account for (or be designed specifically for)
these development paradigms, including further support for understanding the potential risks
introduced by the large-scale datasets used to pretrain large language models [e.g., 10, 12].
More generally, because large-scale pretrained models are (or are claimed to be [13]) general

purpose and task agnostic, they place more burden on downstream developers, users, auditors,
and other stakeholders to identify the potential risks posed by these models for their particular
use cases, domains, and deployment contexts. As such, the articulation work described in this
paper may become far more widespread, as, for example, taxonomies of risks for large language
models [e.g., 89] manifest in particular ways when those models are fine-tuned and integrated into
applications in domains such as finance, healthcare, and education. Downstream developers, users,
auditors, and other stakeholders will therefore need to take on more of this articulation work [cf.
86, 87]—although they may encounter issues in doing so due to a lack of information about how
pretrained models are developed, including which datasets were used to pretrain them [91].

5.2 Implications for RAI work
We find that contextualizing general-purpose RAI resources for teams’ development workflows and
their AI systems’ particular use cases, domains, and deployment contexts requires sociotechnical
skills [cf. 26] that many AI practitioners lack. In her analysis of toolkits, Mattern [52] describes how
their design summons a particular type of “skilled practitioner” to do the last-mile work of translation
and adaptation as toolkits are used across contexts. However, it is worth asking to what extent AI
practitioners using RAI toolkits and other resources have the skills required to contextualize those
resources for their particular use cases, domains, and deployment contexts—or, failing this, whether
they are able to do the relational work needed to bridge disciplinary boundaries [25]. Despite many
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RAI toolkits largely providing support for technical practitioners doing technical work [92], the
work of contextualizing RAI resources (e.g., toolkits, playbooks, checklists) may require involvement
from domain experts and other stakeholders with backgrounds beyond AI [cf. 63]. Moreover, RAI
resources that rely on their users having knowledge of programming languages or other technical
skills in order to customize or use them [e.g., 28] may further exacerbate these disciplinary divisions.

In addition, we find that the work of contextualizing RAI resources can be a generative process—
one that may help sensitize team members about RAI work, as well as helping them develop their
awareness of RAI issues. Building on Boyd and Shilton [15]’s work on “ethical sensitivity” among
data scientists, our findings suggest that the contextualization process itself may help AI practition-
ers develop that sensitivity. That is, by collectively taking time as a team to review an AI fairness
checklist and decide which parts to keep, change, or remove, team members may develop more
proactive awareness of potential fairness-related harms. In addition, given the well-documented
challenges of interdisciplinary communication about RAI [e.g., 35, 37, 60, 61, 64, 78], going through
this contextualization process as a team may help develop a shared language around AI fairness,
a crucial need identified in prior research on cross-functional, interdisciplinary RAI work [25].

Our findings also raise questions about ownership and accountability in RAI work. Specifically,
we find tensions related to ownership and ambiguity over who should be responsible for doing the
work of contextualizing the checklist, including the initial work of customizing the checklist and
integrating it into existing processes and tools, as well as the ongoing communicative work—the
articulation work—involved in translating checklist items into actionable tasks, assigning those
tasks to relevant team members, defining the tasks’ timelines and priorities, and reviewing and
approving the completed work. As Strauss [77] argues, articulation work does not only happen
at the beginning of a project, but continues throughout its duration in the frequent, often-invisible,
efforts to keep work happening despite contingencies and changes to local circumstances.

However, for RAI work, Schiff et al. [70] and others [e.g., 53, 90] discuss the “many-hands problem”
of challenges to determining accountability whenmany teams are involved in designing, developing,
and deploying AI systems, each with a potentially different reporting or accountability structure—
issues that may be compounded by the “dislocated accountabilities” of the modularity inherent in
manyAI development paradigms [90]. And yet, asWong et al. [92] point out, many RAI resources are
designed for individual users, rather than the more complex collaborative reality of AI development
and use [cf. 27, 50, 67]. Our findings suggest that existing discussions about ownership over RAI
processes would benefit from awider lens—including the various types of work involved in contextu-
alizing general-purpose RAI resources, as well as larger sets of stakeholders with varying types of ex-
pertise. Moreover, these findings suggest that additional work is needed to understand the organiza-
tional incentives thatmight fostermore collaborative, interdisciplinary RAIwork, includingAI devel-
opment, evaluation, as well as the use of—and the work involved in contextualizing—RAI resources.

5.3 Limitations
Our study used semi-structured interviews and storyboards in a retrospective contextual inquiry
to probe on the work involved in contextualizing a general-purpose AI fairness checklist. This
approach may have limited our findings to what participants were able to (or chose to) recall from
their previous experiences. To complement this approach, future work should conduct observational
studies to observe how AI teams contextualize RAI resources in their work practices in situ and over
time. In addition, participants were recruited via a combination of purposive and snowball sampling,
which limited our participants to people in our (and other participants’) networks. The study in-
volved 13 participants, which, although within the norm for sample sizes for qualitative research in
HCI [19], limits us from being able to make claims about the representativeness of our sample. Fur-
thermore, the participants were primarily from large technology companies (with some participants
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from small technology companies and one public sector agency); future work should include more
participants from smaller companies, public sector agencies, and civil society organizations. More
generally, our study focused on how AI practitioners contextualized an AI fairness checklist, but
many RAI resources are designed for members of the public to use [e.g., 44]; as such, future work
should consider how members of the public might contextualize RAI resources for particular AI use
cases, domains, or deployment contexts. Finally, our study focused on how teams contextualize one
specific RAI resource, an AI fairness checklist that we developed in our prior work [49], which we
chose because checklists provide well-specified guidelines for practitioners and this particular check-
list is publicly available. It remains an open question, however, to what extent the articulation work
required for this checklist would arise for other RAI resources, such as fairness toolkits [e.g. 88, 92].

5.4 Conclusion
Many RAI resources, such as toolkits, playbooks, and checklists, have been developed to support
AI practitioners in identifying, measuring, and mitigating potential fairness-related harms. These
resources are often designed to be general purpose in order to foster greater adoption, but as
a result, they are decontextualized, meaning that they lack the level of relevance or specificity
needed to use them. In this paper, we investigate how AI practitioners might contextualize one such
general-purpose RAI resource, an AI fairness checklist, for their particular use cases, domains, and
deployment contexts, andwhat this work entails. Through a retrospective contextual inquiry with 13
AI practitioners from seven organizations, we identify how this contextualization process introduces
new forms of work for AI practitioners and other stakeholders, as well as opening up new sites for
negotiation and contestation of values in AI. We also identify how the contextualization process
may help AI practitioners develop a shared language around AI fairness, and we identify tensions
related to ownership over this process that suggest larger issues of accountability in RAI work.
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